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Abstract

Single-case research designs provide a rigorous research methodology for documenting experimental control. If single-case methods are to gain wider application, however, a need exists to define more clearly (a) the logic of single-case designs, (b) the process and decision rules for visual analysis, and (c) an accepted process for integrating visual analysis and statistical analysis. Considerations for meeting these three needs are discussed.

Single-case research methods provide a scientifically rigorous approach for documenting experimental control (internal validity) and advancing effective practices in education, behavior analysis and psychology (Hersen & Barlow, 1976; Kazdin, 1982; Kennedy, 2005; Kratochwill, 1978; Kratochwill & Levin, 1992; McReynolds & Kearns, 1983; Richards, Taylor, Ramasamy & Richards, 1999; Tawney & Gast, 1984; Todman & Dugard, 2001). The long history of conceptual and clinical contributions from single-case research is encouraging (e.g., Dunlap & Kern, 1997; Odom & Strain, 2002; Sidman, 1960; Wolery & Dunlap, 2001) but underutilized as we consider the standards by which a new model for educational science is being defined (Kratochwill & Stoiber, 2000; Odom et al., 2005; Whitehurst, 2003). If findings from single-case research are to reach the larger scientific and
clinical community, however, a more transparent process is needed for (a) defining the logic guiding single-case methods, (b) describing the decision-rules guiding visual analysis of single-case data, (c) defining professional standards for using single-case research to identify empirically supported interventions, and (d) extending analysis of single-case results to include both visual and statistical methods.

We begin by revisiting the rationale for considering the addition of statistical analysis to the standard visual analysis protocols for single-case results. We place this discussion in the context of three emerging standards for assessing any research report. We then summarize decision-rules that may help standardize visual analysis. Finally, we extend the logic from these rules to considerations that might guide the development and use of formal effect-size indices.

A Rationale for Re-considering Statistical Analysis of Single-case Research

Statistical analysis of single-case data has been proposed to both define the statistical significance of observed effects, and document the effect size in a manner that facilitates meta-analyses. To date, however, no statistical approach for examining single-case research has met three fundamental criteria: (a) controls for auto-correlation (e.g. the fact that scores are not independent), (b) provides a metric that integrates the full constellation of variables used in visual analysis of single-case designs to assess the level of experimental control demonstrated by the data, and (c) produces an effect-size measure for the whole study (as opposed to two adjacent phases). Different proposals have succeeded in elements of this task (Busk & Serlin, 1992; Parker & Hagan-Burke, 2007; Parker, Hagan-Burke & Vannest, 2007), but none has offered a model that meets all three criteria. A full review of the history, considerations, and frustrations with the application of statistical analysis to single-case research is under development by two research projects funded by the U.S. Department of Education’s Institute of Educational Sciences.

We argue that two emerging trends in the field make the need to reconsider statistical analysis of single-case data particularly important. The first is a new model for educational research that is based on high experimental rigor with emphasis on meta-analysis. With the founding of the Institute of Education Sciences (U.S. Department of Education, Education Science Reform Act, 2002), the U.S. Department of Education has launched a major initiative focused on guiding educational innovation based on scientific findings and ensuring that research in education meets the highest standards of science. One element of this effort is increased attention to the value and utility of
meta-analyses. A meta-analysis allows the integration of a large body of experimental research and distillation of core themes for a field of study (Hedges, 2007; Hedges, Shymansky & Woodworth, 1989; Hunter & Schmidt, 2004). Meta-analyses are particularly valuable for policy makers attempting to define the applied implications from a body of research. A basic metric in meta-analysis is the size of experimental effects. Effect-size measures for traditional randomized control trials are well established, and multiple options exist (Cohen, 1988; Hedges, 2007; Lipsey & Wilson, 1993; Rosenthal, Rosnow, & Rubin, 2000; Rosnow & Rosenthal, 1996). Usable effect-size measures for single-case research are less well established and consensus on how to apply effect-size measures to single-case research has not yet emerged (Parker et al., 2007). As elaborated below, we believe that development of an effective strategy for incorporating single-case research findings into meta-analyses is essential for these findings to inform larger policy, research and dissemination efforts (especially outside the Behavior Analysis research community). As such, the need for agreement on an effect-size metric for single-case research is increasingly acute.

The second trend prompting the need for statistical analysis of single-case research is the growing focus on evidence-based practice and empirically-supported treatments (Logan, Hickman, Harris, & Heriza, 2008; Kratochwill & Stoiber, 2002; Odom et al., 2005; The Evidence-based Intervention Work Group, 2005). The basic thesis is that federal and state governments should invest with greater confidence in educational, clinical, and social practices that have been validated through rigorous research. Without inhibiting innovation and creativity, the commitment to empirically-supported treatments asserts that clinical interventions should be demonstrated to be feasible, acceptable and causally related to valued outcomes before society is asked to invest in widespread dissemination/implementation (Buvinger, Evans & Forness, 2007; Fixsen, Naoom, Blase, Friedman, & Wallace, 2005; Flay et al., 2005; Odom et al., 2005). An array of federal and professional councils are currently engaged in efforts to operationalize the criteria for empirically-supported treatments and to identify those treatments that should garner attention, resources and investment by society (e.g., Flay et al., 2005; What Works Clearinghouse, 2007).

A major challenge exists for defining the criteria by which single-case research may be used to identify empirically-supported treatments (Buvinger et al., 2007; Forness, Kavale, Blum & Lloyd, 1997; Horner et al., 2005). The addition of statistical models for analysis of single-case research, especially measurement of effect size, offers significant potential for increasing the use of single-case research in documentation of empirically-supported treatments (Parker et al., 2007; Van den Noortagate & Onghena, 2003).
Three Standards in Analysis of Research for Policy Impact

The interpretation of research results is both a science with documented tools, methods, procedures, and criteria and an art with many levels of perspective and application that are shaped by nuance and experience. The range of approaches to examining research results is part of what leads science to new and useful findings. Increasingly, however, experimental research in education, psychology and other social sciences is expected to respond to at least three core interpretive questions: (a) Is an experimental or causal effect documented? (b) What is the size or magnitude of the effect? and (c) Is the experimental effect socially important? Each of these questions is worthy of consideration from a single-case design perspective and as a basis for shaping the role of statistical models for summarizing and evaluating the outcomes of single-case research.

Is there documentation of an experimental or causal effect?

Experimental research – both group and single subject – typically defines one or more independent variables to be manipulated and one or more dependent variables to be monitored. A central focus of research design and analysis is documentation that change in the dependent variable is unlikely to have occurred for any reason other than the active (planned and controlled) manipulation of the independent variable (i.e., alternative explanations or hypotheses can be ruled out). An array of design and analysis procedures has been developed to allow this determination. The goal of these tools is to control for threats to internal validity (Campbell & Stanley, 1963; Shadish, Cook & Campbell, 2002). A strength of single-case designs and visual analysis is strong internal validity that allows documentation of experimental control through systematic and direct replication (Gast, 2010; Kazdin, 2011; Kennedy, 2005; Kratochwill, 1978).

What is the size of the experimental effect?

A more recent expectation of experimental research is that the research design and analysis not only demonstrates experimental control, but also quantifies the size of the demonstrated effect. Use of research results for policy purposes often focuses as much on the size of an experimental effect as on whether the effect is demonstrated through experimental control (Busk & Serlin, 1992; Hedges, 2007). Both group designs and single-case designs could provide powerful documentation of experimental control even if the size of the effect is modest (Hedges, 2007). Comprehensive interpretation of research findings includes determining not only the level of experimental control, but the size of the effect.
In either group-designs or single-case designs the goal is to assess the size of the experimental effect under analysis (Hedges, 2007). In group design research, quantification of size is documented through comparison of Treatment versus Control groups (Cohen, 1988; c.f. Parker & Hagan-Burke, 2007 for an expanded interpretation of effect size). For single-case research, assessment of the size of the treatment’s effect includes not only estimating the effect size based on data from two adjacent phases (e.g. Baseline, Intervention), but more importantly the effect size of the functional relation based on data from the full set of phases used to document experimental control. We elaborate on this topic later in this paper.

What is the social importance of the finding?

The third question asked of any applied study is the classic query posed frequently in doctoral thesis orals, “so why should we care about this finding?” The social validity, or social importance, of research findings will vary depending on many features (e.g. the magnitude of the effect, the value of the effect for social outcomes, the feasibility of achieving the effect in typical social contexts). While economists, ethicists, scientists and decision-theorists (Gresham & Lopez, 1996; Witt & Martens, 1983; Wolf, 1978) offer guidelines for addressing this third question, the reality is that the value of research findings will often rest on variables outside the formal research design (e.g., comparison with local or contextualized social norms). As such, we do not focus our attention on this question in this paper. However, see Strain, Barton, and Dunlap in this issue.

Using Visual Analysis to Document Experimental Control in Single-case Research

The process by which single-case designs document internal validity (experimental control) is well established in an array of texts (Gast, 2010; Hersen & Barlow, 1976; Kazdin, 1982, 2011; Kennedy, 2005; Kratochwill & Levin, 1992; Sidman, 1960; Tawney & Gast, 1984). Our goal here is not to review the broad structure and logic of single-case methods, but to focus on the specific features of visual analysis that may warrant replication/consideration in the development of any comprehensive statistical model. A need exists to be more explicit about the decision-rules used to conduct visual analysis of single-case data, and use the results from that analysis to infer a functional relation. Emphasis is placed on the two most commonly used single-case designs (i.e., reversal/withdrawal: A [Baseline 1] B [Intervention 1] A [Baseline 2] B [Intervention 2] and multiple baseline), because they exemplify the core features of single-case methods, especially repeated
replications of effects over time and across conditions. Case studies and simple interrupted time series designs such as AB or BA studies are not considered experimental designs and are not included in this discussion. Other single-case designs (e.g. alternating treatments/multi-element; changing criterion) will be addressed by extension in future papers. For purposes of the present discussion, we propose that studies using ABA reversal and two-series multiple baseline designs be viewed as acceptable for documenting experimental control only with reservation and under specific conditions. Though these designs have been traditionally viewed as minimally acceptable for demonstrating experimental control (Kennedy, 2005), we suggest that a more rigorous standard may benefit the field.

The fundamental logic behind single-case experimental research is documentation that active, planned, and systematic manipulation of an independent variable is functionally related to predicted and observed change in the dependent variable. To achieve this outcome (a) each participant serves as his or her own control (the behavior of the individual participant is the unit of analysis), (b) the dependent variable is measured repeatedly across time and this measurement begins in a baseline phase before intervention to demonstrate a clear pre-intervention pattern of performance, and (c) the independent variable must be actively manipulated. Experimental control is demonstrated when manipulation of the independent variable is followed by a predicted change in the dependent variable at a minimum of three different points in time. Figure 1 provides examples of an ABAB reversal design and a four-series multiple baseline across participants design. In each design the circled numbers indicate how the design provides the opportunity to document (a) at least three demonstrations of change in the dependent variable following active manipulation of the independent variable (four demonstrations in the multiple baseline design), (b) across at least three different points in time. This standard for demonstrating a functional relation is conservative, yet feasible. It is a standard we believe will have a high likelihood of acceptance by the larger academy of researchers, policy-makers, and clinicians concerned with human behavior.

As with group research, it is the design of single-case research (i.e., arrangement of conditions and manipulation of the independent variable), not the mode of analysis (i.e., visual or statistical), that is critical for documentation of experimental control (Bloom, Fischer & Orme, 1999). For single-case research the standard for documenting experimental control, three demonstrations of predicted effect at three different points in time, is based on emerging professional convention (Browder, Spooner, Ahlgrim-Delzell, Harris & Wakeman, 2008;
Figure 1: ABAB and Multiple Baseline Design documenting at least 3 demonstrations of effect (3 for ABAB; 4 for Multiple Baseline).
Horner et al., 2005; Kratochwill et al., 2010; Kratochwill, Levin, Horner & Swaboda, 2011; Lane, Kalberg & Shepcaro, 2009; Roane, Rihgdahl, Kelley & Glover, 2011). ABA and two-series multiple baseline designs allow two demonstrations of an effect each at a different point in time. While two, independent manipulations has been viewed as minimally adequate to demonstrate experimental control in the past, we propose that the more stringent, “three-demonstration” standard offers more confidence in documenting an experimental effect. All other things being equal, an increase in the number of demonstrations of an effect increases our confidence in the degree of experimental control.

The process of assessing experimental control in single-case designs typically begins with comparison of data from adjacent phases and continues with integration of data patterns from all phases in the study. To assess if an effect is demonstrated across any two phases (e.g. determine if introduction, or removal, of an intervention produced a predicted change in the dependent variable), data from the second phase are compared initially with the data from the first phase and then with the “projected results” (e.g., extension of the data pattern from the first phase into the second phase). Examples of adjacent phases from two studies with differing data patterns are provided in Figure 2. In each case, data in the second phase are examined and compared (a) with the actual data from the first phase and (b) with the expected, or projected, data pattern (with confidence intervals) obtained by extending data from the first phase into the second phase (the shaded areas in Figure 2). Visual analysis of data involves the simultaneous assessment of the level, trend, and variability of the data within and across adjacent phases. When data from two adjacent phases are compared, the rules of visual analysis also include assessment of immediacy of effect, the level of overlap, and the consistency of data patterns in similar phases (Parsonson & Baer, 1978). The role of each of these variables in visual analysis is outlined below.

**Baseline**

A central feature of single-case research is active documentation of performance under “treatment as usual” or Baseline conditions. Most single-case designs begin with a Baseline phase that includes at least five data points and establishes (a) the current pattern of responding and (b) a confident prediction of the pattern of future responding. Detailed description of the context in which Baseline data are collected (e.g., physical location, personnel, curricula, contingencies) is important, because the single-case experimental design focuses on the effects of manipulating the independent variable while all other Baseline variables are held constant. Confidence that uncontrolled
variables are unlikely to be responsible for change in the dependent variable requires both careful description of the Baseline context and assurance that only the independent variable was altered at the point of intervention.

Change in level

The level of a phase typically refers to a measure of central tendency (e.g., mean, median) of all data points within the phase. An initial assessment of effect begins by comparing the level of the data in the first phase to the level of data in the second phase. This process is repeated by comparing the level of the observed data in the second phase with the level of the projected data from the first phase. Level change in visual analysis is affected by the degree of within-phase variability, within-phase trend (slope), data overlap, and change in trend between phases. As a general rule, more data points are required to demonstrate an effect where there is more within-phase variability, within-phase trend, or between-phase overlap.
Change in trend

The trend of data within a phase is represented by the slope of the line that best fits the data (i.e., either linear or quadratic). The data within a phase are considered more stable when the data points are closer to the trend line. The greater the difference in the slope of trend lines between adjacent phases, the greater confidence we have in the differences in responding between those phases. For example, a slightly increasing trend in phase 1 followed by a flat trend in phase 2 would be viewed as documenting a weaker effect than if the trend in phase 2 was slightly decreasing. In general, the weight given to the importance of trend within and between phases is affected by trend direction, within phase stability, and number of contributing data points. As the stability of a within-phase trend line becomes more difficult to interpret (e.g., extended phase lengths, curvilinear response pattern within a phase), more interpretive weight is given to the last three-to-five data points. Data sets based on “steady states” (low trend) require fewer data points to document a predictable pattern than do “transition states” (higher trend) (Sidman, 1960).

In addition to examining changes in trend based on the actual obtained data, trend in one phase can also be used to project expected data from phase 1 into phase 2 (see Figure 2). If, for example, the trend line in phase 2 approximates the extended or predicted trend line from phase 1, a “no differences” interpretation would result (e.g., bottom panel in figure 2). However, if the slope of the projected trend line was reversed, or if there was a noticeable level change between the projection based on phase 1 and the actual data in phase 2, then statements about differences between phases 1 and 2 can be made with greater confidence. As noted below, this analysis is important to consider when attempting to establish an effect-size value for the overall study.

Change in variability

Variability of data within a phase refers to deviation in scores about the trend line. In the past, the range of scores within a phase has been used as an index of variability, but this approach is limited to phases that have minimal trend. Variability from the trend line is a more general indicator of variability – and is relevant whatever the slope of the trend line. The greater the variability within a phase, the larger the number of data points needed to document a predictable within-phase pattern. Change in variability between phases is a potential indicator of a treatment effect, even if no changes in level and trend are observed.

As with level and trend, variability is assessed both in terms
of observed data in phase 2 compared to observed data in phase 1, and observed data in phase 2 compared to data projected from phase 1 into phase 2. Variability of data within a phase need not be uniform throughout the phase. For example, variability might be high initially and then become smaller across the observations within a phase. In this case, the variability in the latter part of the phase would be weighted more highly in visual analysis, and the projected variability would be much smaller than the overall variability observed in phase 1.

Degree of overlap

Overlap refers to the proportion of data points in phase 2 that overlap with the data from phase 1. This kind of comparison has been used recently in assessments of effect size (Percent of Non-overlapping Data, PND, Busk & Serlin, 1992), but it has held a traditional role in the basic assessment of an effect between two phases. Low overlap suggests a larger effect, and the interpretive value or weight of overlap in visual analysis is greatest when trend and variability are minimal. High within-phase variability or significant trends tend to reduce the weight given to overlap as a measure of effect. For example in the bottom panel of figure 2, the two phases have increasing trend with no overlap, yet the data in phase 2 are clearly predicted by projecting the trend from phase 1. In this case, the absence of overlap, typically a pattern associated with an effect, would not indicate that the introduction of the independent variable was associated with change in the pattern of the dependent variable.

Immediacy of effect

A final variable in the visual analysis of an effect between two phases is the immediacy of any change in data patterns following manipulation of the independent variable. Immediacy of effect may be calculated as the mean or median difference between the last three-to-five data points from phase 1 and the first three-to-five data points in phase 2. In many instances, researchers would predict gradual rather than rapid shift in the dependent variable (e.g., development of a complex motor skill, acquisition of a multiple element academic concept), and in these cases “immediacy of effect” is less weighted in the analysis.

In general, the greater the immediacy of effect the more likely the change is associated with manipulation of the independent variable. The immediacy of effect is assessed both with the observed data from phases 1 and 2, and a comparison of the observed data in phase 2 with the projected data from phase 1.
Defining experimental control based on results from all phases

A central principle in visual analysis is that while comparisons of adjacent phases are essential for interpreting a study, the assertion of experimental control only results from all data from all phases examined collectively. Taken together, the phases of a single-case study need to document three demonstrations of an effect at three different points in time. The consistency, replication, and magnitude of the effect determine the level of confidence with which experimental control is claimed.

In visual analysis of single-case designs, as with statistical analysis of group designs, the documentation of experimental control often is described as a dichotomous variable (present or absent) while in practice experimental control lies on a more continuous scale. Experimental control can be established with higher and lower levels of confidence. A major strength of single-case research, however, is the de-emphasis on data summary, transformation or reduction and the emphasis on descriptive display of actual raw data. This gives the reader all the relevant data and tools to independent judge the level of experimental control.

Vertical analysis in multiple baselines

Vertical comparison of data in each series of a multiple baseline is a less frequently mentioned criterion for assessing experimental effects. Vertical analysis is the assessment of whether changes in the DV for one series following IV manipulation (e.g. Participant #1) are associated with no changes in the other series where the IV is NOT manipulated (e.g. Participants #2, #3 and #4). In Figure 3, the lower design from Figure 1 is replicated to illustrate a multiple baseline design with four participants. This design allows four demonstrations of an effect at four points in time across series (i.e., participants). Visual analysis of this design would begin with phase by phase comparisons (Baseline to Intervention) within each series to assess the effect for each participant. As described above, comparison of baseline data to intervention data would occur through review of level, trend, variability, overlap and immediacy of effect for both observed and projected data.

Visual analysis of this multiple baseline, however, would include an additional “vertical” assessment to determine internal validity. When the intervention is implemented in the first series (e.g., with participant #1), visual analysis includes assessing not only if change (level, trend, variability, overlap) is observed in the subsequent phase within the series (participant #1), but also if absence of change is seen in the non-intervened series (participants 2, 3, and 4) where the independent variable has not been manipulated (see the vertical box in
Figure 3: The box within this multiple baseline design indicates an example of the vertical analysis used to determine if (a) change in the dependent variable following intervention in the one series (session 13-21) is associated with (b) no change in the date for the other three series.

Figure 3). If change occurs in one series and not in others, support is increased for the inference that the change was due to manipulation of the independent variable rather than to uncontrolled events. Vertical analysis is used to assess the effect at each intervention point in the multiple baseline design. In Figure 3 the vertical analysis would be replicated for each participant; the data pattern immediately after the student experienced the intervention would be compared to
simultaneous data from all the other participants. The claim for experimental control is supported if the data change only when the intervention has been applied.

Limitations of visual analysis

Taken together the multiple elements of visual analysis can be used to reliably index the extent to which data from a full single-case design document experimental control (Kennedy, 2005; Parsonson & Baer, 1978). The frequently cited demonstrations of poor agreement in visual analysis typically have focused on comparisons of two phases, and seldom have asked the relevant questions about consistency in visual analysis when all phases of a study are included (Brossart, Parker, Olson, & Mahadevan, 2005; Harbst, Ottenbacher, & Harris, 1991; Ottenbacher, 1993). The continued use of visual analysis to interpret single-case designs lies not in unwillingness of single-case researchers to respond to demonstration of poor inter-observer agreement but (a) the small number of inter-observer agreement studies that use the full data sets from a study for interpretation by trained researchers, (b) on-going publication of research applying visual analysis tools, and (c) the absence of accepted statistical alternatives.

Even if the utility of visual analysis procedures to determine functional relations is accepted, a challenge remains to define how single-case research can best contribute to the larger knowledge-base in education. Single-case research is especially well suited, for example, to development and refinement of new interventions prior to the investment in group design comparisons. Single-case research designs also fit well when interventions target low-incidence populations, especially when variability is high in the core measures for individuals with low-incidence labels (e.g., autism spectrum disorder). A challenge remains, however, when attempts are made to combine the findings from several single-case studies, or combine the knowledge gleaned from single-case research with findings from group-design research. To meet this challenge a functional index of effect size is needed for single-case results.

The Need for Single-case Research Effect-Size Measure

For single-case research results to be included in formal meta-analyses, and contribute to efforts to define empirically-supported treatments, some reliable index of effect size is needed (Busk & Serlin, 1992; Hedges, 2007; Parker & Hagen-Burke, 2007; Parker et al., 2007). The established protocol for identifying empirically-supported treatments has been to assess the average effect size of the treatments across a body of group design studies (Hedges, 2007). Single-case
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studies seldom are evaluated in terms of “effect size” and no common standard for meta-analysis has been accepted. The reasons we need a measure of effect size lie in (a) emphasizing the importance of not only demonstrating experimental control, but documenting also the size of the effect, and (b) in facilitating the meta-analysis process in a manner that will be compelling beyond the current behavior analytic community. The growing array of recent efforts to define effect-size indices for single-case research is a response to this need (Huijema & McKean, 2000; Parker et al., 2005; Parker et al., 2007). The intuitively accessible Percent of Non-overlapping Data (PND) was among the first effect-size measures proposed (Scruggs, Mastropieri, & Casto, 1987) and is the most frequently applied index at this time (Parker & Hagan-Burke, 2007). Parker et al. (2007) recently offered a variation on this theme, the Percentage of All Non-Overlapping Data (PAND) which has the advantage of allowing translation into a more interpretable form as Pearson’s $\Phi$ or $\Phi^2$. Busk and Serlin (1992) proposed use of a Standard Mean Difference (SMD) between phases to assess magnitude of effects, and Allison and Gorman (1993) recommend use of $R^2$ to assess effect size in single-case designs. As the need has grown for including single-case research in formal meta-analyses, interest has also increased in application of hierarchical linear modeling approaches to calculating effect size with single-case research (Marquis et al., 2000; Van Den Noortgate, & Onghena, 2003; Shadish, Rindskopf & Hedges, 2008). 

The importance of these efforts warrants an entire paper focused only on the current state of the field and the strengths and limitations of each proposed option (Shadish et al., 2008). However, as statistical models are designed to fit the logic and structure of single-case research, we emphasize the importance of developing and applying effect-size measures that have the following features:

a) The effect-size index is comparable with Cohen’s $d$ making it easily interpreted and readily integrated into meta-analyses. We anticipate that the value of single-case effect-size measures will be most important for meta-analyses that include group and single-case studies or with clusters of single-case studies. The application of Cohen’s $d$ as a common standard in group design research, makes it useful to identify a comparable metric that would fit single-case methods.

b) The effect-size index reflects the experimental effect under analysis (e.g., all phases of a single-case study used to document experimental control) and not simply analysis of two adjacent phases. The conceptual logic of effect-size measurement for single-case methods needs to remain focused on
assessing the magnitude of the functional relation. Given that a critical principle in single-case analysis is use of all data from all phases in a study to determine the functional relation, any measure of effect size needs to similarly include consideration of all data across all phases of the study.

c) The effect-size index controls for (1) serial dependency (a challenge with parametric analyses), (2) score dependency (a challenge for analyses using Chi Square models), and (3) variation in the weight given to changes in level, trend, variability and overlap. These are high standards but important for avoiding previously failed efforts. Any effect-size measure needs to control for the fact that scores in a single-case study are not independent. The fact that repeated measures come from the same participant requires care in any assumption of score independence, and assumptions about score distribution. Similarly, assessment of effect size should reflect the unique and combined results from changes in the level, trend, variability and overlap of data patterns across phases.

We believe the need remains to identify an option for effect-size measurement that meets these criteria.

**Implications for Documentation of Empirically-Supported Treatments in Education, Behavior Analysis and Psychology**

A major goal in education today is documentation of educational treatments that have an unequivocal and causal relationship with valued educational outcomes. These empirically-supported treatments are identified through published research in peer-reviewed journals. While agreement is strong that randomized control trials provide the needed rigor to define empirically-supported treatments (Shavelson & Towne, 2002; Whitehurst, 2003), less consensus exists on the standards by which single-case research can be used to demonstrate empirically-supported treatments (Horner et al., 2005; Kratochwill & Stoiber, 2002).

Any logic for defining empirically-supported treatments will be somewhat subjective, yet value exists in articulating specific and conservative criteria. Building on prior recommendations (Horner et al., 2005; Kratochwill & Stoiber, 2002; Logan et al., 2008), we endorse the following as a set of standards for establishing empirically-supported treatments via single-case research:

1. The intervention or practice is operationally defined;
2. The intervention or practice is implemented in typical contexts by typical intervention agents;
3. The intervention or practice is implemented with documented fidelity;
4. The intervention or practice is examined within an experimental design that demonstrates a causal relation between the intervention (practice) and the targeted educational outcome(s);
5. The intervention or practice is assessed with experimental effect across a sufficient range of studies, researchers, and participants to allow confidence in the effect. We propose that this standard be operationalized as (a) a minimum of five peer-reviewed studies, (b) conducted across at least three different locations/research groups, with (c) at least 20 different participants.
6. If a useful index of effect size can be developed for single-case research we would add a final criterion that at least five studies are conducted with documented effect size equaling or exceeding .50.

Summary

As the field of education embraces the evidence-based practice movement, careful attention will be given to the standards by which any research approach documents a treatment as empirically-supported. Single-case research has established a long and impressive history of contributions to special and general education, yet the contributions from single-case research are not widely recognized. The thesis of this paper is that while visual analysis procedures remain appropriate for documentation of experimental control, formal systems for assessing effect size in single-case research will be needed for this knowledge to be more widely accepted.
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